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t. The main goal of the paper is to propose a tool for a semanti
spe
i�
ation of program updates (in the 
ontext of dynami
 logi
 pro-gramming paradigm). A notion of Kripke stru
ture KP asso
iated witha generalized logi
 program P is introdu
ed. It is shown that some pathsin KP spe
ify stable models of P and vi
e versa, to ea
h stable model ofP 
orresponds a path in KP . An operation on Kripke stru
tures is de-�ned: for Kripke stru
tures KP and KU asso
iated with P (the originalprogram) and U (the updating program), respe
tively, a Kripke stru
-ture KP�U is 
onstru
ted. KP�U spe
i�es (in a reasonable sense) a setof updates of P by U . There is a variety of possibilities for a sele
tion ofan updated program.1 Introdu
tionKnowledge evolution is a problem of 
ru
ial importan
e from the non-monotoni
reasoning point of view. In fa
t, the non-monotony of reasoning is only a symp-tom of the evolution of knowledge.1A formalization of some essential features of knowledge evolution was pro-posed re
ently in [3℄, see also the prede
essors [14, 16, 2, 10, 11℄. Knowledge bases(KB) are represented in [3℄ by generalized logi
 programs whi
h allow defaultnegation also in heads of the rules. As a 
onsequen
e, both insertions and dele-tions may be spe
i�ed by the rules of a program. The basi
 situation is as follows.A program P (the initial program) is given. P is updated by another programU (the updating program). A new program P �U (the updated program) is theresult of the update. This situation is generalized in [3℄ to sequen
es of programupdates P � U1 � � � � � Un. The paradigm of dynami
 logi
 programming pro-vides an appropriate tool for a representation of dynami
ally 
hanging knowledge(dynami
 knowledge bases).1 \ : : : non-monotoni
 behaviour : : : is a symptom, rather than the essen
e of non-standard inferen
e" a

ording to [20℄.



The approa
h of [3℄ is based on this basi
 de
ision: an update KB 0 of oneknowledge base KB by another knowledge base U should not just depend onthe semanti
s of the knowledge bases KB and U but it should also dependon their syntax (the dependen
ies among literals are en
oded in the syntax).The de
ision is implemented via a synta
ti
 transformation. First, the set ofpropositional letters is extended. For ea
h propositional letter a quintuple ofnew propositional letters is introdu
ed. Se
ond, the updated program P � U
ontains for ea
h original 
lause from P and U a modi�ed 
lause in the extendedlanguage. P � U also 
ontains for ea
h original propositional letter six new
lauses.The main goal of this paper is to investigate semanti
 foundations of dynami
logi
 programming paradigm. For ea
h generalized logi
 program P an asso
iatedKripke stru
ture KP is de�ned. Dependen
ies among literals are en
oded inthe a

essibility relation of the Kripke stru
ture. We 
an spe
ify updated logi
programs using a new Kripke stru
ture KP�U . KP�U is the result of an operationon Kripke stru
tures KP and KU , asso
iated with an original program P and anupdating program U , respe
tively. There is no need for an extended languageand for some new types of 
lauses when the updated programs are 
reated.Updated programs are not spe
i�ed by the operation in a unique way. Itis not a drawba
k, it is a basi
 general property of updates. In this paper wepropose some simple, \
autious" approa
hes to the updated program sele
tion.In a next paper we investigate the problem more thoroughly. The approa
h of[3℄ will be dis
ussed from the viewpoint of possible-world semanti
s in a moredetail in the forth
oming paper, too. The main goals of this paper are:{ the introdu
tion of the Kripkean semanti
s,{ a demonstration that the semanti
s is useful for stable models identi�
ation(
omputation),{ and that there is an operation on Kripke stru
tures whi
h 
an be used as abasis for a spe
i�
ation of updates of generalized logi
 programs.The paper is stru
tured as follows. The problem is introdu
ed, motivated,and the preliminary te
hni
alities are sket
hed in the Se
tions 2 { 4. The kernelof the paper: Se
tion 5 is devoted to Kripke stru
tures asso
iated with given gen-eralized logi
 programs. It is proved that stable models are en
oded in Kripkestru
tures (a method of stable models 
omputation is impli
it in this en
od-ing). A 
onstru
tion of the Kripke stru
ture KP�U is introdu
ed in Se
tion 6.The 
onstru
tion is de�ned over given Kripke stru
tures KU and KP asso
iatedwith programs U and P , respe
tively. Finally, KP�U is presented as a tool fora semanti
 spe
i�
ation of an update of P by U in Se
tion 7 . Some results
on
erning the 
orre
tness of the spe
i�
ation are proved.2 Interpretation updates and dynami
 logi
 programsThe so 
alled interpretation update approa
h emphasizes the role of a semanti
sin updating: A KB 0 is 
onsidered to be an update of KB by U if the set of



models of KB 0 
oin
ides with the set of updated models of KB . We may expressit as Mod(KB 0) = UpdateU (Mod (KB)), where Mod (X) is the set of (relevant)2models of X and UpdateU (M) is an update of a set M of models. The updateis determined by the program U , more pre
isely by a set of (relevant) models ofU . The goal (and a strength) of the interpretation update is an abstra
tion fromthe super�
ial synta
ti
 features when spe
ifying updates. Unfortunately, it isimpossible to respe
t dependen
ies among literals, to a

ount for justi�
ations,using the interpretation update (and using the traditional AGM-postulates, [1,8℄, too, see [21℄). This is the reason why the interpretation update is refused in[10℄, and then also in [3℄. The fa
t that UpdateU (KB) should not just dependon the interpretations of KB and U is illustrated by a simple example:Example 1 ([3℄) Let P be a program: inno
ent  not found guilty .Consider the stable model semanti
s [9℄ as the representation of the programmeaning. The meaning of P is Mod (P ) = ffinno
entgg, the only stable modelof P is S = finno
entg.If P is updated by U = ffound guilty  g, then a

ording to the interpreta-tion update approa
h we should insert found guilty into S, i.e.Update(Mod (P )) = ffinno
ent; found guiltygg:Of 
ourse, finno
ent; found guiltyg is not the intended semanti
 
hara
teri-zation of the update of P by U . 2Therefore, it is de
ided to base the updated program P � U on a synta
ti
transformation, see [3℄.3 MotivationOur next goal is to propose a new semanti
s of a generalized logi
 program. Animportant feature of the semanti
s should be an ability to handle and to re
ordthe dependen
ies among literals, the justi�
ations.Example 2 (Continuation of the Example 1) In a sense, inno
ent is justi-�ed (in P ) by not found guilty . This justi�
ation is uprooted by the updatingprogram U . It seems that dependen
ies, justi�
ations, arguments are importantfrom the semanti
 point of view. We propose a Kripkean semanti
s in orderto provide a semanti
 
hara
terization of the dependen
ies, justi�
ations, argu-ments. The justi�
ations are represented (en
oded) by the a

essibility relation(between interpretations).The graphs GP and GU of the Figure 1 visualize the relevant parts of theKripke stru
tures asso
iated with programs P and U , respe
tively. The nodes ofthe graphs (the possible worlds) represent (partial) interpretations. An a

essi-bility relation is de�ned on the interpretations as follows. A partial interpretation2 For example, the relevant models may be the stable models.



M is a

essible from another partial interpretation M 0, if the body of a rule ofthe given program is satis�ed in M 0 and both the body and the head of the ruleare satis�ed in M (M is justi�ed by M 0).The graph GC provides a semanti
 
hara
terization of the update of P byU . It is 
onstru
ted over the graph GU . Some parts of the graph GP may be {in general { 
onne
ted to GU , but in our example it is impossible: no edge ofGP 
an be appended to u1 (no edge of GP is 
ompatible with found guilty).Therefore, GU = GC and the stable model of the updated program shouldbe the same as the stable model of the updating program. Of 
ourse, inno
entis not true in GC . 2 � � GU = GCu1=ffound guiltyg u0=fg
GPp1=fnot found guilty, inno
entg p0=fnot found guiltygFig. 1. The node p0 represents the interpretation fnot found guiltyg, p1 =fnot found guilty ; inno
entg, u0 = ;, u1 = ffound guiltyg. The edges (p0; p1) and(u0; u1) represent the dependen
ies among literals (the se
ond member of a pair isjusti�ed by the �rst member). The update is determined by U , therefore the graphasso
iated with the update (GC ) is 
onstru
ted over the graph asso
iated with theprogram U (GU ). Some parts of the graph asso
iated with P (GP) may be { in gen-eral { 
onne
ted to GU , but in our 
ase it is impossible: no edge of GP 
an be putbefore u0, similarly, no edge 
an be appended to u1 (no edge of GP is 
ompatible withfound guilty).The example shows that there is a possibility of an adequate semanti
 treat-ment of dependen
ies among literals. Moreover, the semanti
s enables to identifyand to 
ompute stable models and it enables also to 
onne
t relevant parts of oneKripke stru
ture to another. This \
onne
tivity" serves as a basis for updatesspe
i�
ation in terms of a purely semanti
 
onstru
tion.We are going to the details.4 PreliminariesConsider a �nite set of propositional symbols L. The set Lnot is de�ned asL [ fnot A : A 2 Lg. A member of Lnot is 
alled literal. We will denote the setfnot A : A 2 Lg by D (defaults, assumptions).



A generalized 
lause is a formula 
 of the form L L1; : : : ; Lk, where L;Liare literals. We will denote L also by head(
) and the 
onjun
tion L1; : : : ; Lk bybody(
). A set of generalized 
lauses is 
alled a generalized logi
 program. In thefollowing, whenever we use \
lause" or \program" we mean \generalized 
lause"and \generalized logi
 program", respe
tively.For ea
h A 2 L, A and not A are 
alled 
on
i
ting literals. A set of literals is
onsistent, if it does not 
ontain a pair of 
on
i
ting literals. Partial interpreta-tion (of a language Lnot ) is a 
onsistent subset of Lnot . Total interpretation is apartial interpretation I su
h that for ea
h A 2 L either A 2 I or not A 2 I. Weare interested in sets of propositional symbols determined by programs. By LPwe denote the set of all propositional symbols used in the program P . A partialinterpretation of a program P is a 
onsistent subset of LPnot . The set of all par-tial interpretations of P we denote by IntP . Ea
h in
onsistent set of literals wedenote by w?.A literal L is satis�ed in a partial interpretation I if L 2 I. A 
lause L  L1; : : : ; Lk is satis�ed in a partial interpretation I if L is satis�ed in I wheneverea
h Li is satis�ed in I. A partial interpretation I is a model of a program Pif ea
h 
lause 
 2 P is satis�ed in I. Noti
e that propositional generalized logi
programs 
an be treated as Horn theories: ea
h literal not A 
an be 
onsideredas a new propositional symbol (if not A 2 L it has to be renamed). The leastmodel of the Horn theory H we denote by Least(H).De�nition 3 (Stable model, [3℄) Let P be a generalized logi
 program andS be an interpretation of P . It is said that S is a stable model of P i� S =Least(P [ S�), where S� = fnot A : not A 2 Sg. 2We will visualize Kripke stru
tures as graphs. If e is an edge (wi; wi+1) of a graphG, the node wi is 
alled the sour
e of e and wi+1 the target of e. A sequen
e �of edges (w0; w1); (w1; w2); : : : ; (wn�1; wn) is 
alled a path, w0 we denote also bybegin(�) and wn by end(�).5 Kripke stru
ture asso
iated with a programA notion of Kripke stru
ture asso
iated with a program is de�ned in this Se
tion.Moreover, it is shown that some distinguished paths in the de�ned stru
turerepresent stable models of logi
 programs and, 
onversely, for ea
h stable modelthere is a distinguished path in the Kripke stru
ture.The basi
 idea of our approa
h was illustrated in the Example 2. A more
ompli
ated example is presented below.Example 4 ([17℄) Let P be p not q; rq  not pr  not ss not p:



A fragment of the KP is depi
ted in the Figure 2. The nodes are partial inter-pretations. We distinguish two kinds of edges { �1, and �2.Consider (w1; w2), an example of an �1-edge, where w1 = fnot pg and w2 =fnot p; q; sg. There are two 
lauses with the body satis�ed in w1. Consequen
esof these 
lauses are appended to w1, the possible world w2 is the result of thisoperation.Finally, a motivation for �2. There is no total interpretation u su
h that(w2; u) 2 �1, i.e. no 
lause is appli
able to the partial interpretation w2 =fnot p; q; sg (ex
ept of q  not p and s  not p, but they do not 
hangethe possible world w2). It means, that P does not enable to justify the truthof r (if we suppose w2). Therefore, we may assume by default that r is nottrue (w.r.t. P and w2). The �2-edge from w2 to w3 represents a 
ompletion offnot p; q; sg by not r.2
?? ??

1 1w1=fnot pg
w2=fnot p, q, sg
w3=fnot p, q, s, not rg

w4=fr, not qg w7=fnot s, not qg
w5=fr, not q, pgw6=fr, not q, p, not sg w8=?�2
12 1 fnot s, not q, rgFig. 2. A fragment of KP . An edge labeled by i is a �i-edge.Let us summarize: A �1-edge 
orresponds to an appli
ation of a 
lause toa partial interpretation. A 
lause 
 is appli
able to a partial interpretation wif w j= body(
). In general, for ea
h 
 2 P : if w is a model of body(
), thenhead(
) 2 w0 for some w0 su
h that w � w0 and (w;w0) 2 �1. Intuitively, (w;w0)represents a step in a 
omputation bottom-up.If an atom A is not 
omputed (bottom-up), we assume that not A holds.The relation �2 represents a 
ompletion (by default negations) of partial inter-pretations that 
annot be 
hanged by some 
lauses of P .Now we are ready to de�ne a Kripke stru
ture KP asso
iated with P .De�nition 5 Let P be a program. A Kripke stru
ture KP asso
iated with P isa pair (W;�), where:



{ W = IntP [ fw?g, W is 
alled the set of possible worlds, IntP is the setof all partial interpretations of P , w? is the representative of the set of allin
onsistent sets of literals,{ � is a binary relation on W �W , it is 
alled the a

essibility relation and itis 
omposed of two relations: � = �1 [ �2, where1. the a

essibility relation �1 
ontains the set of all pairs (w;w0) su
h thatw0 = w [ fhead(
i) : i = 1; : : : ; kg, where 
1; : : : ; 
k are (not ne
essaryall) 
lauses from P su
h that w j= body(
i),2. if w is not a total interpretation and for no u 6= w there is an edge(w; u) 2 �1, then (w;w0) 2 �2, where w0 = w [ fnot A : A 62 wg.2 Of 
ourse, KP may be viewed as a graph.De�nition 6 �-path is a sequen
e � of edges (w0; w1); (w1; w2); : : : ; (wn�1; wn)in KP su
h that ea
h (wi; wi+1) 2 �.We say that this � is rooted in w0 (also w0-rooted). If there is no �-edge(wn; w) in KP su
h that w 6= wn, we say that � is terminated in wn (also: wn isa terminal node of KP ). 2Sometimes we denote paths by the shorthand hw0; w1; w2; : : : ; wn�1; wni. Simi-larly, a �1-path 
ould be de�ned.We have seen that Kripke stru
tures are appropriate for re
ording justi�
a-tions (of interpretations by another interpretations). The justi�
ations have tobe non-
ir
ular. There are two kinds of basi
 assumptions { fa
ts (with emptyinterpretation as the justi�
ation, edges to fa
ts are ;-rooted) and default nega-tions (subsets of D), 
alled non-monotoni
 assumptions in TMS [6℄: if there is noeviden
e against, we assume not A (where A is an atom). Therefore, the Kripkestru
ture KP asso
iated with a program P enables to identify (and to 
ompute)the stable models of P .Example 7 Let us return to the Example 4 (and to the Figure 2)There is no fa
t in P , hen
e there is no ;-rooted path in KP . As a 
onse-quen
e, relevant paths are only those rooted in some w su
h that ; 6= w � D(only defaults 
an be assumed). There is a fnot s;not qg-rooted �-path ter-minated in a stable model fnot s; r;not q; pg and a fnot pg-rooted (simi-larly, also a fnot p;not rg-rooted) �-path terminated in another stable modelfp;not q;not s; rg. 2Now we are ready to state 
onditions for stable models in terms of nodes andpaths in KP .De�nition 8 Let P be a program, � be an a
y
li
 �-path hw0; w1; : : : ; wni fromKP . We say that � is 
orre
tly rooted, if{ either w0 = ;{ or ; 6= w0 � D. 2



Theorem 9 Let P be a program, KP be the Kripke stru
ture asso
iated with P ,� = (w0; w1); (w1; w2); : : : ; (wn�1; wn) be an a
y
li
 �-path in KP terminated ina total interpretation wn.If � is 
orre
tly rooted, then wn is a stable model of P .Proof Sket
h:Let P be a generalized logi
 program. Let P 0 be P [ fnot A  : not A 2 w�n g.Consider P 0 as a de�nite program (ea
h literal not A is a new propositionalletter) with integrity 
onstraints of the form  A;not A for ea
h propositionalsymbol A 2 LP .A

ording to [3℄, see also the De�nition 3: wn is a stable model of P i�wn = Least(P [ w�n ), where w�n = fnot A : not A 2 wng.We assume that � = hw0; w1; : : : ; wn�1; wni is 
orre
tly rooted and wn isa total interpretation. If (wn�1; wn) 2 �1 it is straightforward to show thatwn = Least(P [ w�n ). Otherwise, noti
e that w� = w0 [ (wn n wn�1) � w�n andhw�; (w1[w�); : : : ; (wn�1[w�)i is a 
orre
tly rooted a
y
li
 �1-path terminatedin wn. It means, Least(P 0) = wn. Clearly, integrity 
onstrains are satis�ed inwn. Finally, Least(P 0) = Least(P [ w�n ). 2Theorem 10 Let S be a stable model of a generalized logi
 program P and KPbe a Kripke stru
ture asso
iated with P .There is a 
orre
tly rooted and a
y
li
 �-path � = hw0; : : : ; wn; Si in KPterminated in S.Proof Sket
h:We again use S = Least(P [ S�). We 
an 
onstru
t a 
orre
tly rooted (in S�)�-path terminated in S both if S� = ; and if S� 6= ;. 2Fa
t 11 Let P , KP be as in the Theorem 10. If (D; w?) 62 �1, then D is theonly stable model of P .Proof: First, D is a stable model of P : Let D0 6= ; be a proper subset of D.Then hD0;Di is a 
orre
tly rooted �-path terminated in the total interpretationD. Let hw0; : : : ; wni be a 
orre
tly rooted �-path terminated in a total interpre-tation wn 6= D. Hen
e, A 2 wn for at least one atom A. Of 
ourse, there is anatom A, a rule A L1; : : : ; Lk, and a 
orre
tly rooted �-path hu0; : : : ; umi su
hthat um = wn and u0 j= L1; : : : ; Lk, where u0 � D. Therefore, D j= L1; : : : ; Lkand (D; w?) 2 �1. It means, D is the only stable model of P . 2Fa
t 12 Let P and KP be as in the Theorem 10. If � = hw0; w1; : : : ; wni is a�-path in KP , terminated in wn 6= w?, then wn is a model of P .If M is a model of P , then there is a �-path in KP terminated in M .Proof: If 
 2 P and wi j= body(
) for some wi, then head(
) 2 wi+1.M is not an isolated node: If M = D, we 
an use the edge (D0;D) from theproof of the Fa
t 11. If M 6= D and w = M n D, then there is a path � in KPsu
h that begin(�) = w and end(�) =M .



M is a terminal node: (M;w?) 62 �1, otherwise there is a 
lause 
 2 P whi
his not true in M . 26 Updated Kripke stru
turesWe are going to 
onstru
t a Kripke stru
ture KP�U over two Kripke stru
tures,over KP (let us re
all that it spe
i�es the semanti
s of an original program P )and over KU (spe
ifying the semanti
s of an updating program U). We intendto use the stru
ture KP�U as a semanti
 spe
i�
ation of an updated program.First we motivate de�nitions of some notions needed for the 
onstru
tion ofKP�U . The 
on
ept 
alled 
ontinuation node is the most important one.We assume that the nodes of KP�U are the (partial) interpretations of thelanguage LP[U .Example 13 ([3℄) Let P = fs  not t; a  t; t  g be given. We assumethat P is updated by U = fnot t  p; p  g. The relevant parts of KP andKU are illustrated on the Figure 3. We 
onstru
t KP�U over KU , the updateis dominated by KU . If P 
an 
onsistently add something to U , it should bea

epted. Hen
e, some paths from KP may be 
onne
ted to KU .Consider possible worlds from KP : w1 = ;, w2 = ftg, w3 = ft; ag, w4 =ft; a;not sg, w5 = fnot tg, w6 = fnot t; sg. Similarly, the relevant possibleworlds from KU are: u1 = ;, u2 = fpg, u3 = fp;not tg.An important de
ision should be made: Whi
h paths of KP may be 
onne
tedto whi
h nodes of KU?Above all, the nodes of KU whi
h terminate �1-paths are the reasonable
ontinuation nodes. If we 
onne
t a path of KP to an intermediate node of a�1-path of KU , then some information of U 
ould be lost. On the other hand,the a

eptan
e of default assumptions should be postponed until all �1-paths ofKP�U are 
onstru
ted.Let us summarize, we have a �rst example of 
ontinuation nodes { the ter-minal nodes of �1-paths.Now we pro
eed to the 
onne
tion of relevant paths to the 
ontinuationnodes. A path � of KP may be 
onne
ted to a 
ontinuation node w of KU , ifbegin(�) is 
ompatible { in a sense { with w.In our simple example, the only relevant 
ontinuation node is u3. If we 
on-ne
t the path hw1; w2; w3; w4i to the 
ontinuation node u3 = fp;not tg, the �rstedge (w1; w2) leads to w? { the node w2 = ftg 
ontradi
ts the node u3.On the 
ontrary, the path (w5; w6) may be 
onne
ted su

essfully to the nodeu3. The node w5 is 
ompatible with the node u3: w5 � u3, it means that everyliteral satis�ed in u3 is satis�ed in w5, too. Moreover, w6 and u3 are 
onsistent.Therefore, the path of KP�U 
ould be � = hu1; u2; u3; w; w0i, where w =u3 [ w6 (noti
e that u3 = u3 [ w5) and w0 = w [ fnot ag. The edge (u3; w) weobtain by 
onne
ting (w5; w6) to u3. The last edge, (w;w0) is a �2-edge. This
ompletion is made w.r.t. the language LP[Unot . The relevant part of KP�U is onthe Figure 3.



The path � is 
orre
tly rooted and it is terminated by the total interpretationw0. We 
an 
onsider a 
orre
tly rooted path from KP�U whi
h terminates in atotal interpretation to be a basis for a semanti
 spe
i�
ation of updated programsP � U .By the way, w0 = fp;not t; s;not ag is the only stable model (modulo irrele-vant literals) of the updated program P � U , as de�ned in [3℄. 2
- - -

-
-- - -

u1 u2 u31 1 1 w=fp, not t, sg

w1=fg 1 w2=ftg 1 w3=ft, agw4=ft, a, not sg
1 u2=fpg 1

Updated
Uw5=fnot tg 1 w6=fnot t, sg P

w'=fp, not, s, not agu3=fp, not tgu1=fg
?

?

2

2Fig. 3. The relevant parts of KP and KU from the Example 13. The edges are labeledas in the Figure 2. The edge (w5; w6) from KP is 
onne
ted to the path hu1; u2; u3ifrom KU and the path is 
ompleted by the edge (w;w0). The resulting path fromKP�U is (u1; u2); (u2; u3); (u3; w); (w;w0), where w = u3[w6 and w0 = w[fnot ag =fp; not t; s; not ag.The example motivates our �rst de
ision about 
ontinuation nodes: Ea
h ter-minal node of a �1-path from KU is a 
ontinuation node. Let w be a 
ontinuationnode. We may 
onne
t a path � from KP to w, if all formulae satis�ed in w aresatis�ed also in begin(�) and if a 
onsisten
y 
riterion is satis�ed. The node w
an be 
onsidered as a justi�
ation of the 
onne
ted path.Now we extend our idea of 
ontinuation nodes: It is a

eptable to 
onne
tsome paths of KP before some nodes of KU : Possible 
ontinuation nodes are alsow0 = ; and ; 6= w0 � D, if there is in KU no �1-path rooted in w0.We are now ready to present a series of de�nitions.



De�nition 14 Let KU be a Kripke stru
ture asso
iated with an update programU . Continuation nodes of KU are(i) all nodes terminated a �1-path(ii) ; or w su
h that ; 6= w � D, if they are not the sour
e of a �1-edge.2De�nition 15 The path � = hw0; w1; : : : ; wni from KP may be 
onne
ted to anode w from KU i� w0 � w and w [ w1 is 
onsistent. 2De�nition 16 Let � = hu0; : : : ; uni be a �-path and w be a node.Then 
onne
t � to w is a partial operation as follows: if � may be 
onne
tedto w, then (w; u1 [ w); : : : ; (un�1 [ w; un [ w) is a �-path. If for some i > 1holds that w [ ui is in
onsistent, it is repla
ed by w? and the rest of the path isremoved. 2De�nition 17 Let KP and KU be the Kripke stru
tures asso
iated with non-empty programs P and U , respe
tively.We 
onstru
t KP�U as follows:1. ea
h �1-edge from KU is an �1-edge of KP�U ,2. for ea
h 
ontinuation node w from KU and ea
h �1-path � = hu0; u1; : : : ; unifrom KP : 
onne
t � to w,3. introdu
e new �2-edges whenever it is possible.27 Updated programs spe
i�
ationIn this Se
tion we present some useful properties of KP�U and then we sket
hsome simple methods of updated programs 
onstru
tion.7.1 Good worlds and the stability 
onditionFirst, we introdu
e a de�nition in order to simplify the des
ription of KP�U .By analogy to the results of Se
tion 5, 
orre
tly rooted �-paths terminated in atotal interpretation from KP�U deserve a spe
ial interest. We will use them asa basis for a spe
i�
ation of P � U .De�nition 18 (Good worlds) Let a Kripke stru
ture KP�U be given. Let �be a 
orre
tly rooted �-path from KP�U terminated in a total interpretation w.We say that � is a distinguished �-path and w is a good world. 2



Now it 
an be said that we will use distinguished �-paths and good worlds as atool for a spe
i�
ation of P �U . We a

ept a 
autious strategy in this paper: forea
h distinguished �-path � (and the 
orresponding good world w) from KP�Uwe are aiming at spe
ifying a program � su
h that w is the only stable modelof � . It means, we 
onsider KP�U as the spe
i�
ation of a variety of updates.Our next goal is to de�ne a 
riterion of a reasonable update of P by U .Updated programs spe
i�ed by KP�U should satisfy the 
riterion. The 
riterionis 
alled the stability 
ondition. It provides a natural 
hara
terization of whatto a

ept (or what to reje
t) from the original program P , if a model M of theupdating program U is given. The model M represents an (alternative) beliefset dominating the update.The results of this Subse
tion { Fa
t 23, Theorem 24, and Consequen
e 26show that{ stability 
ondition and good worlds agree, in a sense,{ both 
on
epts (stability 
ondition, good worlds) enable to spe
ify updatedprograms 
ompatible with U ,{ good worlds are stable models of the updated programs.A 
ru
ial issue is what to a

ept and what to reje
t from the original programP , if the updating program U is given. Next example motivates why sometimesthe defaults from U override fa
ts from P .Example 19 Let P be fa  ; b  ag and U be fnot b  
; 
  not a; a  not 
g.U spe
i�es an intuitively a

eptable update of P : a new propositional symbol
 is introdu
ed, the meaning of 
 is the opposite to the meaning of a, and 
 isa 
ondition for not b (while a { a

ording to P { is a 
ondition for b). Noti
ethat no path of KU is rooted in ; and the stable models of U are based on somedefault assumptions.The relevant parts of KP , KU , and KP�U are illustrated on the Figure 4. The
ontinuation nodes of KU are w2 and w4. The �-path hu0; u1; u2i from KP maynot be 
onne
ted to w2, the edge (u0; u1) leads immediately to the w? (w2[u1is not 
onsistent). If we 
onne
t the path to the node w4 we get w = fnot 
; a; bg(a redundant 
y
le (w4; w4) = (w4; w4 [ u1) is removed).Let us summarize { we have two �-paths terminated in a total interpretationin KP�U : hw3; w4; wi and hw0; w1; w2i. The total interpretation w respe
ts thefa
ts from P , but the total interpretation w2 does not respe
t them { it prefersthe default assumptions of U .Our attitude here is a 
autious one: we allow both interpretations to deter-mine an updated program P � U . 2The example 19 shows that sometimes it is justi�ed to reje
t some fa
ts ofP . Let us suppose that a literal L holds in a stable model S of the updatingprogram U and L0  is a fa
t of the original program P , where L and L0 are
on
i
ting literals. The fa
t is reje
ted, if we a

ept the belief set S.
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Fig. 4. A fragment of graphs from the Example 19. The relevant parts of KP�U arethe same as of KU with the only ex
eption { the node w = fnot 
; a; bg instead of w5and (w4; w) 2 �1.De�nition 20 LetM be an interpretation of an updating program U , and L;L0be 
on
i
ting literals. Let P be an original program.{ Reje
ted(M) = f
 2 P : (9
0 2 U) ((head(
); head(
0) are 
on
i
ting literalsand M j= body(
0)g [ f(L ) 2 P : L0 2Mg{ Residue(M) = U [ (P nReje
ted(M)){ Defaults(M) = fnot A : (8
 2 Residue(M)) (head(
) = A ) M 6j=body(
))g, where A is an atom.2Our de�nition of reje
ted 
lauses slightly di�ers from that of [3℄. The basi
di�eren
e is that in [3℄ fa
ts from P are not reje
ted when they are in 
on
i
twith a stable model S.3 Similarly, our de�nition of defaults is di�erent: we de�nedefaults with respe
t to the Residue(M), while in [3℄ they are de�ned w.r.t. P[U .De�nition 21 (Stability 
ondition) Let programs P;U be given. Let w bea possible world from KP�U . We say that w satis�es the stability 
ondition, ifholds w = Least(Residue(w) [ Defaults(w)):23 From this point of view, the approa
h of [10, 11℄ is similar to our approa
h. On theother hand, Reje
ted(M) may be de�ned in a distin
t way also in our setting. Amore detailed 
omparison and an analysis of some possibilities will be presented inthe forth
oming paper.



Next example shows that some good worlds whi
h do not satisfy the stability
ondition as de�ned in [3℄4 satisfy our De�nition 21. Moreover, ea
h good worldsatis�es the 
ondition (see Theorem 24 below).Example 22 Let us re
all the Example 19. One of the distinguished pathsterminates in the good world w2 = fnot a; 
;not bg. Consider a modi�
ation ofResidue(w2) and Defaults(w2). Let � � P be a 
onsistent set of 
lauses su
hthat (a  ) 2 � . Let � be fnot A : 8
 2 (� [ U) (head(
) = A ) w2 6j=body(
))g. Then w2 6= Least(� [U [�), be
ause of not A 62 Least(� [U [�).It means, the good world w2 does not satisfy the stability 
ondition for themodi�ed Residue(w2) and Defaults(w2).Noti
e that Residue(w2) as de�ned in [3℄ 
ontains a .A

ording to our De�nition 20: Reje
ted(w2) = P , Residue(w2) = U , andDefaults(w2) = fnot a;not bg, hen
e Least(Residue(w2) [ Defaults(w2)) = w2.2We pro
eed to the results of this Subse
tion. The stability 
ondition providesan important 
riterion: Ea
h possible world w satisfying this 
ondition respe
tthe information of the updating program U , w is a model of U . Moreover, wis a stable model of Residue(w), where Residue(w) 
an be viewed as a naturalupdated program.Fa
t 23 Let P;U be programs. If a possible world w from KP�U satis�es thestability 
ondition, then{ w is a model of U{ w is a stable model of Residue(w).Proof Sket
h: It is straightforward to show that w is a model of U : w =Least(Residue(w) [Defaults(w)) = Least(U [ (P nReje
ted(w)) [Defaults(w)).If not A 2 Defaults(w), then A 62 w, therefore not A 2 w�, i.e.Least(Residue(w) [Defaults(w)) � Least(Residue(w) [ w�):Let us suppose that not A 2 w� and there is no 
lause 
 2 Residue(w)su
h that head (
) = not A and w j= body(
). Therefore, for ea
h 
lause 
0 2Residue(w) holds that if head (
0) = A, then w 6j= body(
0) (otherwise A 2 w).Hen
e, it holds thatLeast(Residue(w) [ w�) � Least(Residue(w) [ Defaults(w)):2Now we demonstrate the important role of distinguished paths and goodworlds for updated programs spe
i�
ation. Good worlds and worlds satisfyingthe stability 
ondition 
oin
ide.Theorem 24 Let P;U be given. Then wn is a good world from KP�U i� wnsatis�es the stability 
ondition.4 The term \stability 
ondition" is not used in [3℄.



Proof Sket
h:)We assume a 
orre
tly rooted �-path � = hw0; w1; : : : ; wni terminated in wn.If (wn�1; wn) 2 �1, then Defaults(wn) = w0.Otherwise, Defaults(wn) = w0 [ (wn nwn�1) and in both 
ases we have a \
om-putation bottom-up" starting in w0 and terminated in wn, i.e.wn = Least(Residue(wn) [ Defaults(wn)):(wn = Least(Residue(wn) [Defaults(wn)) is assumed. A

ording to the Fa
t 23,wn is a stable model of the Residue(wn). It means, there is a 
orre
tly rooted�-path � in KResidue(wn) terminated in wn (the Theorem 10). Lemma 25 showsthat wn is a good world also w.r.t. KP�U . 2Lemma 25 Let P and U be programs and wn be a total interpretation fromKP�U .If � = hw0; : : : ; wni is a 
orre
tly rooted �-path from KResidue(wn) whi
h isterminated in wn, then there is a 
orre
tly rooted �-path �0 in KP�U whi
h isterminated in wn.Proof Sket
h: If (wi; wi+1) 2 � and there are 
lauses 
 2 U and d 2 P su
hthat wi j= body(
), wi j= body(d), and head (
); head (d) 2 wi+1, head (
) 6=head (d), then there is a path hwi; w0; wi+1i, where w0 = wi [ fL 2 wi+1 : 9
 2U (head(
) = L)g.By repeating this 
onstru
tion we get a path from KP�U whi
h is 
orre
tlyrooted and terminated in wn. 2Finally, the next straightforward 
onsequen
e shows that good worlds fromKP�U have reasonable properties from the viewpoint of updated programs spe
-i�
ation.Consequen
e 26 Let P;U be programs and w be a good world of KP�U . Then{ w is a model of U ,{ w is a stable model of Residue(w).It is time to spe
ify P � U (using distinguished �-paths and good worlds).7.2 Updated programsIn general, ea
h (non-trivial) update may be realized in di�erent ways. (More-over, we a

ept the stable-model semanti
s, therefore it is natural to allow moreresults of an update.)The most simple possibility is to 
onsider Residue(w) as an updated program(for any good world w).



A further possible spe
i�
ation of an updated program: KP�U determinesa set S of programs5 as follows. Ea
h distinguished �-path � determines oneprogram � from the set.The 
onstru
tion of � : Let a distinguished �-path � = hw0; : : : ; wni be given.For ea
h edge (wi; wi+1) 2 �1 [ �2 let wi = fL1; : : : ; Lmg and wi+1 n wi =fL01; : : : ; L0kg. We put L0j  L1; : : : ; Lm into � for ea
h j = 1; : : : ; k.The good world end(�) of � is the (only) stable model of � :Fa
t 27 Let � be 
onstru
ted from KP�U over a distinguished �-path � asabove.Then the good world end(�) of � is the (only) stable model of �.Proof Sket
h: First, end(�) is a stable model of � : it is a good world anda terminal of a 
orre
tly rooted path from K� . Se
ond, it is the only totalinterpretation of K� whi
h terminates a 
orre
tly rooted �-path. 2� introdu
ed above is a member of a family of representatives of P � U ina sense.Of 
ourse, there are more sophisti
ated possibilities how to 
onstru
t P �U .A spe
ial attention deserves an idea of partial evaluation of P with respe
t tothe 
ontinuation nodes of KU , see [12℄.All presented proposals for a spe
i�
ation of an updated program on thebasis of KP�U are 
autious, they sele
t one of the possible alternatives. Skepti
alsolutions will be dis
ussed in a forth
oming paper.Remark 28 Our approa
h 
an be expressed also in terms of stable model (an-swer set) programming paradigm [15, 13, 17℄. Consider a model w of U . It 
an besaid that the model represents the information of U (from a point of view). Themodel 
an be viewed as a basis of a 
onstraint satisfa
tion pro
ess and the rulesof P 
an be viewed as 
onstraints. Some of the 
onstraints are not appli
able tow (w does not satisfy the 
onstraints), they are reje
ted. The rest of the 
on-straints is appli
able and may be added to the rules from U . The appli
ation ofthe 
onstraints results in some modi�
ations of w (the solutions of the 
onstraintsatisfa
tion pro
ess).8 Con
lusionsThe approa
h presented in this paper shows that updates of programs may bespe
i�ed in a purely semanti
 frame. The approa
h is very simple, it does notneed an extension of the language and/or of the program(s). There is a varietyof synta
ti
 implementations of given semanti
 spe
i�
ation. In this paper somestraightforward 
onstru
tions are proposed.The main 
ontributions of the paper may be summarized as follows:{ a semanti
 treatment of justi�
ations in terms of Kripke stru
tures,5 We may say that S is a family of representatives for P � U .



{ a 
hara
terization of stable models in terms of Kripke stru
tures,{ a semanti
 (and sensitive w.r.t. justi�
ations) 
hara
terization of generalizedlogi
 programs revisions.A forth
oming paper will be devoted to a more thorough 
omparison of theapproa
h of [3℄ and of the approa
h presented here. Further, more sophisti
atedpossibilities of P � U spe
i�
ation in terms of KP�U will be investigated. Sim-ilarly for an extension to the 
ase of dynami
 program updates spe
i�
ationby K�fPs:s2Sg (some priorities have to be assigned to the edges of the Kripkestru
tures).Also the topi
 of in
onsistent generalized logi
 programs and their revisions(their use in dynami
 logi
 programming) devotes an interest.Another open problem is a 
ompilation of stable model 
omputing in thespirit of [4℄, see also [5℄. The o�-line part of the 
omputation provides a 
on-stru
tion of the Kripke stru
ture asso
iated with the given program. The on-linepart 
onsists in identifying the stable models in the Kripke stru
ture.Our approa
h uses an old idea of TMS, [6℄ (and a formal re
onstru
tion ofTMS by Elkan, [7℄). Updates must respe
t dependen
ies among literals. Justi�-
ations of believed fa
ts are important parts of knowledge bases. Argumentationmust not be a 
ir
ular one. There are some basi
 assumptions of ea
h argumen-tation (justi�
ation) { axioms (fa
ts) and default assumptions.Last, some remarks about dynami
 Kripke stru
tures (DKS): The 
on
eptwas introdu
ed and studied in [18, 19℄. The basi
 idea about DKS 
onsisted insome transformations of possible worlds. A possibility to modify dynami
allythe a

essibility relation was proposed in [19℄. Now, in the present paper the dy-nami
s is impli
it in the operation on Kripke stru
tures. Hen
e, a generalizationof the DKS 
on
ept (and its appli
ations to the study of knowledge evolution,of hypotheti
al, nonmonotoni
 reasoning) is a goal of our resear
h in the future.A
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